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Silvercorp
Metals
40%

Silvercorp Metals inc- Home

« silvercorpmetals. com/
Silvercorp & a low-cost siver-producing Canadian mining company wih muliple
mines in China which has pax] a cash didend smce 2007. The Company ..
News - Contact Us - Company - Projects - Sivertip Project

Silvercorp Metals Inc - News
« silvercorpmetals cominews/ ~
APt 15. 2013 Sivercorp Repors Underground Diamond Drlling and Tunneling ...

News for silvercorp metals
B !t Time For Retai investors To Capture Metals U
ETF Daly News -
[N 162 T o Pt v lre To Capture Wetals Upsde.

Proactive Investors USA & Canada - 1 day ago
Technical Briefing: Pan American Siver Corp. Silvercorp Metals Inc. Siver

MarketWatch -

y ago

SVM: Summary for snmr:org Metals Inc Ordinary - Yahoo! Finance
finance yahoo comig?s =

e e ST T oot e Change the date range. chart
type and compare Silvercorp Metals Inc Ordinary against other companies.

Silvercorp Metals - Wikdpedia, the free

enwrkipede.orohkiSivercorp_Metals

silvercorp Metals Inc. (Sivercorp) is a Canadian based, China focused precious
metals company engaged i the acquision, exploraton, and development of

Silvercorp Metals Inc. Stock Quote SVM | The Motley Fool

100l Com/quote/ny se/silvercorp-metals-nc/svm

Silvercorp Metals inc. (svM) Descrotion. Silvercorp werals in. s engaped
the acquisition exploration development and mining of high-grade siverrelated ...

Silvercorp Metals inc (USA): NYSE:SVM quotes & news - Google ..
google.

com/finance 2cid=7766473

Gat detied fnanci nfomaton on Siversor Meais . (USA) (WYSE:SVI)
including reaktime stock quotes. historical chars & financial news. ai for fre

Silvercorp Metals Inc.. TSE:SVM quotes & news - Google Finance
4.google com/fnance7cii=701872 ~

detated fimancial information on Silvercorp Metals Inc. (TSE:SVM) including

altime stock quates, historcal charts & fnancial news, all for free!
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Scholarly articles for support vector machine

Support vector machine - Co 3

Least squares support vector machine clacsfiers - Suyken:
port machine ciacefication and valdation of ., - F

Support vector machine - Wikipedia, the free encyclopedia
en.wikipedia.orghvikiSupport_vector_machine ~ Support Vector

In maching leaming. SUPPOrt vector machines (SYMS. alko SUPPOTt vecior

networks) are supervised leaming models with associated leaming algorithms Machines

hat
Kemsl ik - Quadiate programming - Postus-dafints kems! - Linear classiar 35%

Images for support vector machine - repor mages

foe] An Idiot's quide to Support vector machines (SVMs)

vcs.ucl educourses/capb412/fal2009/papers/Bervick2003 pdf ~

R Gited by S - Related articks

1. An Idiors guide o Support vector machines (SVMS). R. Borwick, Vilage idiot
SVMS: A New. Generation of Leaming Algorthms. + Pre 1930: ~ Akmost al

1DF] Support Vector Machine Tutorial
wuew. cs columbia.edu~kathy/cs470Ldocuments/jason_svm_{us
Support vector wachi
Weston. NEC Labs Amerca. &

SVM-Light Support Vector Machine
‘svmight joachims.org/ ~
Traning software for large seale SVME. [Frea for non-commarcial use

104 Support Vector Machines - CS 229

©5229.stanford.eduinotes/cs 229-notes3.pdf ~

©5229 Lecture notes. Andrew Ng. Par V. Support Vector Machines. T}
nits the Support Vector Machine (SVM) leaming ak garthm.

Support Vector Machines (SVM) - StatSoft

Support Vactor Machines are based on the zoncapt of dacision planes that
define decision boundaries.
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Silvercorp
Metals

= T e : 40%

i to svm cards ©
Cards - Top Brand Gift Cards Seal The Deal

oltionsthatmotivate. comincentive ~

IS An Offer They Cant Refuse.

Gift Cards. s Gift Cards. Retail Gift Cards. Online Gift Cards
v.svmcards.netl ~ Support Vector
other forms of 0t cards nckuing serve and retai gt cards. Machines
Gasoline Gift Cards Gift Cards, Gas Gift Cards
Snuu for Cards Card Replacement Form

retum & with your card(s) fo:.

git cards cavering nearly very .

Exxon Mobil Gas Card - Gift Prepaid cards
s the leader i sales, SUMS prapaid optans include
masketing and promotion of gas .. prepaxi Visa cards and prepaid
N More resuls fiom svmeards.net »

SVM (company) - Wikipedia, meneeengyclopenla M
15%

enwikipedia.orghVikiSVM_(company)
SVM LP began as Stored Vake Marketng in 1997. SVM i basad in the De:
Planes, llinois and & a proviler of gasoline, restaurant, and other retail gt cards

GmcamFAgﬁ SVM
waww.svmcards.comhome/contenttags.cim ~
Freqdemty askad quesion ahous orier. payments, and usig your g cards.

About SVM Management | SVM

vmcards.com » home > about us ~
sembers of the SVM management team h
and cantinually work to g

exansive expenence in the industry

About SVM Gift Cards | SVM
vowrw.svmcards.comhome!Contentiour_company.cim ~

SVM s an experienced and sfficent gt card provider and git card
fulfliment senvice company commited to the highest qualky customer service

Contact Us | SVM
vmcards.com » home > about us ~
SVM located i Des Phines. Ilnois near Chicaqo's O'Hare AWDOT. Contact us
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GOL ASIC svm

Leadership - Commitees - Ne

Jetier - Newsletter
Hstory of Past

Presidents

Vascular Related Exams
Vascular Related Exams. American
Board of Vascular ..

History of SVM

s
individuals met and formed the ..

Join SVM
3oin 3o a unique communty
of vascular clinicans ..

ry. In 1989, 14 You can take the Vascular and
Endovascular Review Courses ..

Find a Physician
Find 2 physcan. Sesich through
the SvM Memt -

More resuls from vascularmed.org »

Soclety for Vascular Mediicine (SYM) - Deerfield. IL- Doctor | Face
o /i facebock com Vasculariied ©
Sociaty for Vascular Ma =
this. Attend the SVM 25th Annual

4
calf

Society for Vascular Medicine - Wikipedia. the free encyclopedia
enwikipeda orghik/Society, for_ Vascular_Medicine

ociety for Vascular Wed: Statesbased madical speciaky
asonal sockty n e hetd of vascular medicme. Vaseular medine 8

o

Jobs - Tne socmg( for Vascular Medici
fm7ste_id=1772 ~

.its from The Saciety for Vascular

areer opportunides on the The Sockry for

v
ver avaiable jo

e
Vascular

Career Center Jobs - The socmv rov Vascular Medicine - JobTarget

ine's career center offers a varety of avaiable
The Society for Vascular Medicine. of post a

CHUUSIHQ Wisely | Socloty for Vascular Medicing

isely.org/doctor-patent..Jsociety.-for-vascul

vll not aker treatment of a
1y common disorder, and racent ..

b eats to ok for  cloting drsorer
ot oven #an abnomaly & found. DV & a4
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SVM: Summary for Silvercorp Metals Inc Ordinary - Yahoo! Finance

finance yahoo.com/g?s=SVM ~
Ve ihe e SVt chaton Yoot Fnanc, Grange e dts e, o
ipport vector machine - Wikipedia, the free encyclopedia
Lorg/wki'Support_vector machine
«leaming, su o vectr Support Vector

portvecror machines (Suids, ako support
Machlnes
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35%

SVM

svmcards.net ~
SVM s the leader in sales, marketing and promotion of gas gift cards and many
cther forms of git cards including service and retail gt cards.

SVM-Light Support Vector Machine
‘svmight joachims.org/ ~
Training software for la

Kemel tick - Quadratic programeming - Posive-definie kemel - Linear classifier

Je SVMs. [Free for non-commercial use]

Silvercorp Metals Inc. (USA) NVSE SVM quotes & news - Google .
9000 -d

com/finance?c

A SVM Gift Cards

inchxiig sk hock quote, hiaaral hars & Tnanci awt. a8 o1 e 15%

Sivercorp Meals i - Home ——

Kernel Machines Org — Kemel Machines
rmel-machines org/

& page is devoted to keaming methods buiing on kemels, such as the support

vector machine. It grew out of earker pages at the Max Planck Insikute for .

SYM Stock Quote - Siercorp Melals I, Sock Pice Touay (SVM.. \
marketwaich comimestngistoc

Jpdated stock quote for svm - m(uﬂmg svm s V‘Upme today. eamings and

estimates, stock charts, news, fulures and other nvestng data. Society of
Society ot
Soclety for Vascular Medicine (SVM) - Deerfield.IL - Doctor | Face Vascular Medicine

s Jhvwen facebook comVascularbed ~
r Vascular Medicine ( 0 taking about -
< Aend the Svia 2510 Amnuai oo 10%

Cateorin -

Karthik Raman (Cornell University) Learning Socially Optimal Systems




Example: (Extrinsic) Diversity in Web Search

GOUSIC svm
Silvercorp

s . A— ] Metals

— 40%

SVM: Summary for Silvercorp Metals Inc Ordinary - Yahoo! Finance
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pedia.ro\KiSUpport_vector machine rt Vector
b Support Vector
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SVM
svmcards.net ~

SVM s the leader in sales, marketing and promotion of gas gift cards and many

cther forms of git cards including service and retail gt cards.

SVM-Light Support Vector Machine
‘svmight joachims.org/ ~
Training software for la

Kemel tick - Quadratic programeming - Posive-definie kemel - Linear classifier

cale SVMs. [Free for non-commercial use

Silvercorp Metals Inc. (USA) NVSE SVM quotes & news - Google .
‘900! 647

com/finance?cid=77664

[— SVM Gift Cards
peepd 15%

Sivercorn Meas ine - Home ——
ercorp -
D oo

iled financialinformation on m/ rcorm Metals Inc. (USA
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Soclety for Vascular Medicine Vascular Medicine =
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this. Attend the SVM 25h Annual Meeting Jun®
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Socially optimal solutions in Information systems

@ Problem: Common content for users with different tastes.
> Hedge against uncertainty in user's preferences.

Karthik Raman (Cornell University) Learning Socially Optimal Systems Sept 23, 2013 3 /20



Socially optimal solutions in Information systems

@ Problem: Common content for users with different tastes.

> Hedge against uncertainty in user's preferences.
> Ex: News Sites, Product & Media Recommendation, Frontpages.

Karthik Raman (Cornell University) Learning Socially Optimal Systems Sept 23, 2013 3 /20



Socially optimal solutions in Information systems

@ Problem: Common content for users with different tastes.

> Hedge against uncertainty in user's preferences.
> Ex: News Sites, Product & Media Recommendation, Frontpages.

@ Diverse User population: N user types.

@ User type i has probability p;.

Karthik Raman (Cornell University) Learning Socially Optimal Systems Sept 23, 2013 3 /20



Socially optimal solutions in Information systems

@ Problem: Common content for users with different tastes.

> Hedge against uncertainty in user's preferences.
> Ex: News Sites, Product & Media Recommendation, Frontpages.

@ Diverse User population: N user types.
@ User type i has probability p;.
e Personal utility for object (e.g. ranking) y: Ui(-,y).

Karthik Raman (Cornell University) Learning Socially Optimal Systems Sept 23, 2013 3 /20



Socially optimal solutions in Information systems

@ Problem: Common content for users with different tastes.

> Hedge against uncertainty in user's preferences.
> Ex: News Sites, Product & Media Recommendation, Frontpages.

Diverse User population: N user types.
User type i has probability p;.
Personal utility for object (e.g. ranking) y: Ui(-,y).

Social utility is the expected utility (over all users):

N
U(7y) = E[Ul(7Y)] = ZP/’UI'(‘7Y)
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Socially optimal solutions in Information systems

Problem: Common content for users with different tastes.
> Hedge against uncertainty in user's preferences.

> Ex: News Sites, Product & Media Recommendation, Frontpages.

Diverse User population: N user types.
User type i has probability p;.
Personal utility for object (e.g. ranking) y: Ui(-,y).

Social utility is the expected utility (over all users):
N
i=1

Goal: Find Socially Optimal Solution y* = argmax, U(-,y).
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Socially optimal solutions in Information systems

Problem: Common content for users with different tastes.
> Hedge against uncertainty in user's preferences.

> Ex: News Sites, Product & Media Recommendation, Frontpages.

Diverse User population: N user types.
User type i has probability p;.
Personal utility for object (e.g. ranking) y: Ui(-,y).

Social utility is the expected utility (over all users):

N
U(7y) = E[Ul(7Y)] = Zpiui(‘vy)

Goal: Find Socially Optimal Solution y* = argmax, U(-,y).

o Challenge: Learn from egoistic, weak, noisy user feedback.
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Challenge of egoistic feedback

o Challenge: Learn from egoistic, weak, noisy user feedback.
@ User i's feedback reflects them behaving as per personal utility U;.

@ Not social utility U.
> As in the case of prior work [RSJ12] for the intrinsic diversity problem.

@ Need to infer social utility from such conflicting, individual feedback.

l User Interest \ Pref Ranking ‘ + -
Company ai, a2, as, ...
ML x
Gift Cards v~
l Social Opt \ x
X
v_©
v_©
X
v_©
b 4
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Challenge of egoistic feedback

o Challenge: Learn from egoistic, weak, noisy user feedback.

@ User i's feedback reflects them behaving as per personal utility U;.
@ Not social utility U.
> As in the case of prior work [RSJ12] for the intrinsic diversity problem.

@ Need to infer social utility from such conflicting, individual feedback.

< Google sm + KN
l User Interest \ Pref Ranking ‘ =
Company ai, a2, as, ... v
ML b1, b, b3, ...
Gift Cards X
l Social Opt \ x
‘/
X
X
v~
b 4
X
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Challenge of egoistic feedback

o Challenge: Learn from egoistic, weak, noisy user feedback.

@ User i's feedback reflects them behaving as per personal utility U;.
@ Not social utility U.
> As in the case of prior work [RSJ12] for the intrinsic diversity problem.

@ Need to infer social utility from such conflicting, individual feedback.

| User Interest | Pref Ranking | e - + -

Company ai, a2, as, ...
ML b1, by, bs, . ..
Gift Cards C1,C2,C3y ...

l Social Opt \

XX XX XX X
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Challenge of egoistic feedback

o Challenge: Learn from egoistic, weak, noisy user feedback.
@ User i's feedback reflects them behaving as per personal utility U;.

@ Not social utility U.
> As in the case of prior work [RSJ12] for the intrinsic diversity problem.

@ Need to infer social utility from such conflicting, individual feedback.

Google sm « IEN

l User Interest \ Pref Ranking ‘

Company ai, a2, as, ...
ML b1, by, bs, . ..
Gift Cards C1,C2,C3y ...

l Social Opt \ ai, bi,ci, ... ‘ HHHHHH

@ Even if social optimal is
presented, users may
indicate preferences for
other rankings.
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Related work

e [CGY98, ZCLO3, CKO6]: Address Extrinsic Diversity.

O Do not use learning.

e [YJ08, SMO10, RJS11]: Use learning for diversity.
[0 Require relevance labels for all user-document pairs.
e [RKJO08]: Uses online learning: Array of (decoupled) MA Bandits.
O Learns very slowly. Does not generalize across queries.
@ [SRG13]: Couples the arms together.
O Does not generalize across queries. Hard-coded notion of diversity.
@ [YG12]: Generalizes across queries.
0 Requires cardinal utilities.
e [RSJ12]: Learns from user preferences.

O Requires all users directly optimize social utility U.
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Preferential Feedback

o What feedback do we obtain
from users?
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o What feedback do we obtain
from users?

> Implicit feedback (e.g. clicks) presented
is timely and easily available. w
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Preferential Feedback

Google 'sm +

o What feedback do we obtain
from users?

> Implicit feedback (e.g. clicks) presented
is timely and easily available. w

@ User feedback does not reflect
cardinal utilities.

> Shown in user studies
[JGP107].
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Preferential Feedback

o What feedback do we obtain

from users?
> Implicit feedback (e.g. clicks) Presented
)

is timely and easily available.

@ User feedback does not reflect
cardinal utilities. :
o - |

> Shown in user studies Sl
[JGP107].

Feedback

@ KEY: Treat user feedback as
)

preferences.

6 / 20
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Preferential Feedback

Google m +

o What feedback do we obtain
from users?

> Implicit feedback (e.g. clicks) presented
is timely and easily available. »

@ User feedback does not reflect

. e v
cardinal utilities.
> Shown in user studies = aL_
[JGP107]. -
o KEY: Treat user feedback as Feedback 7
preferences. o)

@ How do we learn from such
preferential feedback?
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Learning from Preferences: Coactive Learning [sJ12, RJSS13]

Learning model

Repeat forever:

® System receives context Xt

@ System makes prediction Yi-

Karthik Raman (Cornell University) Learning Socially Optimal Systems Sept 23, 2013 7 /20



Learning from Preferences: Coactive Learning [sJ12, RJSS13]

_______ 5 e.g. : Search

Learning model Engine

Repeat forever: -~

® System receives context Xt-

@ System makes prediction Yt

1, User Query

- > Ranking
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Learning from Preferences: Coactive Learning

[SJ12, RUSS13]

_______ 5 e.g. : Search

Learning model Engine

Repeat forever: -~

® System receives context Xt-

@ System makes prediction Yt

1, User Query

- > Ranking

—* Social utility
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Learning from Preferences: Coactive Learning [sJ12, RJSS13]

_______ 5 e.g. : Search

Learning model Engine

Repeat forever: -~

® System receives context Xt
= 1, User Query

o System makes prediction Y.
——————————————— - > Ranking
© Regret = Regret + (J(x,,y?) — U(x¢,yt)

o System gets (preference) feedback: b Social utility
Ui(x¢,¥t) >a.5 Ui(xe, yt)
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Learning from Preferences: Coactive Learning [sJ12, RJSS13]

_______ 5 e.g. : Search

Learning model Engine

Repeat forever: -~

® System receives context Xt
= 1, User Query

o System makes prediction Y.
——————————————— - > Ranking
© Regret = Regret + (J(x,,y?) — U(x¢,yt)

o System gets (preference) feedback: b Social utility
Ui(x¢,¥t) >a.5 Ui(xe, yt)

Feedback received in terms of personal utilities U;.
But regret is in terms of social utility U.
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Learning from Preferences: Coactive Learning [sJ12, RJSS13]

_______ 5 e.g. : Search

Learning model Engine

Repeat forever: -~

® System receives context Xt
= 1, User Query

o System makes prediction Y.
——————————————— - > Ranking
© Regret = Regret + (J(x,,y?) — U(x¢,yt)

o System gets (preference) feedback: b Social utility
Ui(x¢,¥t) >a.5 Ui(xe, yt)

Feedback received in terms of personal utilities U;.
But regret is in terms of social utility U.

How does we model utilities?
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Modeling User Utility: Submodularity

@ Assume personal utilities are submodular.

@ Diminishing returns: Marginal benefit of additional document on
ML diminishes if 10 docs already shown vs only 1 previous doc.

@ Computing ranking ~ Submodular
maximization

@ Use simple, efficient greedy algorithm.

. 1
@ Approximation guarantee of 5
(under partition matroid constraint).
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Modeling User Utility: Submodularity

@ Assume personal utilities are submodular.

@ Diminishing returns: Marginal benefit of additional document on
ML diminishes if 10 docs already shown vs only 1 previous doc.

@ Computing ranking ~ Submodular
maximization

@ Use simple, efficient greedy algorithm.
N 1
@ Approximation guarantee of 5
(under partition matroid constraint).

@ How does this lead to diversity?
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Diversity via Submodularity: An example

Posn | Doc || machine | learning | metal | silver Doc Words
1 di ma:3 le:3
2 d> ma:5 le:2
3 ds3 ma:2 le:5
4 da ma:2 le:3
MAX of Col ds me:3 si:b
ds me:6 si:2
_ _ d; me:4 si:2 ma:1
Doc | Marginal Benefit A me3 51 mal
di
d>
ds Word | Weight
da machine 5
ds learning 7
de metal 4
dr silver 6
ds
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Diversity via Submodularity: An example

Posn | Doc || machine | learning | metal | silver Doc Words
1 di ma:3 le:3
2 d> ma:5 le:2
3 ds3 ma:2 le:5
4 da ma:2 le:3
MAX of Col ds me:3 si:b
ds me:6 si:2
_ _ d; me:4 si:2 ma:1
Doc Marginal Benefit A me3 51 mal
di 3*5 + 3*7 36
da
ds Word | Weight
da machine 5
ds learning 7
de metal 4
& silver 6
ds
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Diversity via Submodularity: An example

Posn | Doc || machine | learning | metal | silver Doc Words
1 di ma:3 le:3
2 d> ma:5 le:2
3 d3 ma:2 le:5
4 da ma:2 le:3
MAX of Col ds me:3 si:b
ds me:6 si:2
_ _ d; me:4 si:2 ma:1
Doc Marginal Benefit A me3 51 mal
di 3*%5 4+ 3*7 36
d> 5%5 + 2*%7 39
ds 2%5 + 5%7 45 Word | Weight
d 2%5 + 37 31 machine 5
ds 3*4 + 5%6 42 learning 7
ds 6*4 + 2*%6 36 metal 2
dr 1*5 + 4*4 + 2%6 33 Silver 6
dg | 1*5 + 3*4 + 1*%6 23
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Diversity via Submodularity: An example

Posn | Doc || machine | learning | metal | silver Doc Words
1 ds 2 5 0 0 dv ma:3 le:3
2 d> ma:5 le:2
3 d3 ma:2 le:5
4 da ma:2 le:3
MAX of Col 2 5 0 0 ds me:3 si:b
ds me:6 si:2
_ _ d7 me:4 si:2 ma:1
Doc Marginal Benefit s me3 sil marl
di 3*%5 4+ 3*7 36
d> 5%5 + 2*%7 39
ds 2*5 4 5*7 45 Word | Weight
ds 2%5 4 3*7 31 machine 5
ds 3*4 + 5% 42 learning 7
ds 6*4 + 2*%6 36 metal 2
dr 1*5 + 4*4 + 2%6 33 silver 6
dg | 1*5 + 3*4 + 1*%6 23
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Diversity via Submodularity: An example

Posn | Doc || machine | learning | metal | silver Doc Words
1 ds 2 5 0 0 d1 ma:3 le:3
2 d> ma:5 le:2
3 ds3 ma:2 le:5
4 da ma:2 le:3
MAX of Col 2 5 0 0 ds me:3 si:b
ds me:6 si:2
_ _ d7 me:4 si:2 ma:1
Doc Marginal Benefit s me3 sil mal
di (3-2)*5 5
d (5-2)*5 15
ds - - Word | Weight
da 0 0 machine 5
ds 3*4 + 5% 42 learning 7
ds 6*4 4+ 2*6 36 metal 2
d7 4*4 4 2%6 28 Silver 6
ds 3*4 + 1*6 18
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Diversity via Submodularity: An example

Posn | Doc || machine | learning | metal | silver Doc Words
1 ds 2 5 0 0 dv ma:3 le:3
2 ds 0 0 3 5 d> ma:5 le:2
3 ds3 ma:2 le:5
4 da ma:2 le:3
MAX of Col 2 5 3 5 ds me:3 si:b
ds me:6 si:2
_ _ d; me:4 si:2 ma:1
Doc Marginal Benefit A me3 51 mal
di (3-2)*5 5
d (5-2)*5 15
ds - - Word | Weight
ds 0 0 machine 5
ds 3*4 + 56 42 learning 7
ds 6*4 4 2%6 36 metal 2
dr 4*%4 4 2%6 28 Silver 3
ds 3*4 + 1*6 18
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Diversity via Submodularity: An example

Posn | Doc || machine | learning | metal | silver Doc Words
1 ds 2 5 0 0 d1 ma:3 le:3
2 ds 0 0 3 5 d> ma:5 le:2
3 d> 5 2 0 0 d3 ma:2 le:5
4 da ma:2 le:3
MAX of Col 5 5 3 5 ds me:3 si:b
ds me:6 si:2
_ _ d; me:4 si:2 ma:1
Doc Marginal Benefit A me3 51 mal
di (3-2)*5 5
d> (5-2)*5 15
d - - Word | Weight
ds 0 0 machine 5
ds - - learning 7
de (6-3)*4 12 metal 2
il (4-3)*4 4 silver 6
ds 0 0
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Diversity via Submodularity: An example

Posn | Doc || machine | learning | metal | silver Doc Words
1 ds 2 5 0 0 dv ma:3 le:3
2 ds 0 0 3 5 d> ma:5 le:2
3 d> 5 2 0 0 ds3 ma:2 le:5
4 ds 0 0 6 2 ds ma:2 le:3
MAX of Col 5 5 6 5 ds me:3 si:b
ds me:6 si:2
_ _ d; me:4 si:2 ma:1
Doc | Marginal Benefit A me3 51 mal
di 0 0
d> - -
ds - - Word | Weight
ds 0 0 machine 5
ds - - learning 7
ds (6-3)*4 12 metal 2
dr 0 0 silver 6
ds 0 0
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More General Submodular Utility

@ Can we use other submodular functions?
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More General Submodular Utility

@ Can we use other submodular functions?
v Yes.

e Given ranking/set y = (d;,, ..., d;,), aggregate features as:
Qf)jF(X, Y) = F(’qubj(x’ dil)v /72¢j(xa dl'z)a [EEI 7’7n¢j(x’ din))

> ¢/ (x,d;) is j*™ feature of d;.
> F is a submodular function (modeling decision).
> Y1 >792> ... > v, > 0 are position-discount factors
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More General Submodular Utility

@ Can we use other submodular functions?
v Yes.

e Given ranking/set y = (d;,, ..., d;,), aggregate features as:
Qf)jF(X, Y) = F(’qubj(x’ dil)v 72¢j(xa dl'z)a [EEI 7’7n¢j(x’ din))

> ¢/ (x,d;) is j*™ feature of d;.
> F is a submodular function (modeling decision).
> Y1 >792> ... > v, > 0 are position-discount factors

o Utility modeled as linear in aggregate features: U(x,y) = w, ¢r(x,y)
> Submodular aggregation leads to diversity.
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Social Perceptron for Ranking

@ Initialize weight vector wy + 0.

© Given context x; compute y; < argmax,w, T o(xe,y).

© Observe user clicks D.
© Construct preference feedback y; < PrefFeedback(y:, D).

QO Wip1 < Wi+ (Xt ¥e) — d(Xe, Ye)
@ Clip: w’Jr1 — max(w’tH,O)

@ Repeat from step 2.
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Social Perceptron for Ranking

@ Initialize weight vector wy + 0.

© Given context x; compute y; < argmax,w, T o(xe,y).
> Using greedy algorithm.

© Observe user clicks D.
© Construct preference feedback y; < PrefFeedback(y:, D).

QO Wip1 < Wi+ (Xt ¥e) — d(Xe, Ye)
@ Clip: w’Jr1 — max(w’tH,O)

@ Repeat from step 2.
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Social Perceptron for Ranking

@ Initialize weight vector wy + 0.

© Given context x; compute y; < argmax,w, T o(xe,y).
> Using greedy algorithm.

© Observe user clicks D.
© Construct preference feedback y; < PrefFeedback(y:, D).
> Pairwise feedback.

QO Wip1 < Wi+ (Xt ¥e) — O(Xe,Ye)
@ Clip: w’Jr1 — max(w’tH,O)

@ Repeat from step 2.
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Social Perceptron for Ranking

@ Initialize weight vector wy + 0.
© Given context x; compute y; < argmax,w, T o(xe,y).
> Using greedy algorithm.
© Observe user clicks D.
© Construct preference feedback y; < PrefFeedback(y:, D).
> Pairwise feedback.
Q Wip1 < Wi+ O(Xe, ¥e) — O(Xe, Ye)
> Perceptron update.
@ Clip: w},; « max(W},,,0)
> To ensure submodularity.

@ Repeat from step 2.
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Regret Bound

Definition

User feedback is expected «;, d;-informative if §_t € R is chosen s.t. :

Ey. [Ui(x¢,¥¢)] > (14 0i) Ui(xe, ye) + o (Ui(xta)’?’i)— Ui("h)’t)) —&.
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Regret Bound

User feedback is expected «;, §;-informative if £; € R is chosen s.t. :

Ey, [Ui(xt,¥t)] > (1 4 0;)Ui(xe, ye) + (Ui(xtaﬁ’i)— U,-(xt,yt)> —&.

v

Theorem

For any w, € R™ and ||¢(x,y)|le, < R the average regret of the SoPer-R

algorithm can be upper bounded as:

RHW*II L VISR|w. |

REGT < < Z Eilpie] + V2T

1—pi
Pi

with: 6; > (FF ), n= miin pic;.
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Regret Bound: Analysis

Average regret of the SoPer-R algorithm can be upper bounded as:
T-1

1 . Rlw.l | VISR]w.]
REGT < — Ei[pi&:] + -+ .
nT tzz;) [Piée] 21 nv2T

1—pi
with: 6; > (Tr - 2

i

), n= miin pic;.

@ Does not depend on number of dimensions.

> Only on feature ball radius R.
@ Decays gracefully with noisy feedback (the ajs and 7).
@ Need not converge to optimal.

> Partly due to NP-hardness of submodular maximization.
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Social Perceptron for Sets

@ SoPer-S Algorithm for predicting diverse sets.

@ See paper for more details.
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Experimental Setup

@ Used standard TREC 6-8 Interactive search-diversification dataset:
> Each query has 7-56 user types.

@ Setup as in previous work [BJYB11, RJS11].

@ Simulated user behavior:

> Users scan rankings top to bottom.
> Click on first document relevant to them (with small error chance).

e Utility function: Normalized DCG-coverage function (i.e.
F(x1,...,xn) = max~y;x;) upto rank 5.
]
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Learning to Diversify: Single Query
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@ Improved learning for single-query diversification.
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Learning to Diversify: Cross-Query

0.68
2
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e StructPerc is (rough) skyline: Uses optimal for training.
@ First method to learn cross-query diversity from implicit feedback.
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User Fncn SoPer-R Function Rand
MAX [ SQRT
MAX .630 £.007 | .620 £.006 | .557 £.006
SQRT .656 £.007 | .654 £.007 | .610 £.007

@ Robust to difference between submodular functions used in User’s
utility and Algorithm'’s utility.
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User Fncn SoPer-R Function Rand
MAX [ SQRT
MAX .630 £.007 | .620 £.006 | .557 £.006
SQRT .656 £.007 | .654 £.007 | .610 £.007

@ Robust to difference between submodular functions used in User’s
utility and Algorithm'’s utility.

| Random [ No Noise [ Noise ‘
[ 557 £.006 | .630 +.007 | .631 +.007 |

@ Works even if user feedback is noisy
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Conclusions

@ Proposed online-learning algorithms for aggregating conflicting user
preferences of a diverse population.

> Utilizes the coactive learning model.
@ Modeled user utilities as submodular.

@ Provided regret bounds for algorithms.

@ Works well empirically and is robust.
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Experimental Setup Details

@ TREC 6-8 Interactive diversification dataset:

> Contains 17 queries. Each has 7-56 user types. Binary relevance labels.
> Similar results observed for WEB diversification dataset.

@ Setup details:

> Re-ranking documents relevant to > 1 user.
> Probability of user type o< # of documents relevant to user.

1

DCG-position di ting: v = ————.
° position discounting: ~; logy (11 7)
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Regret Bound

Definition

User feedback is expected «;, d;-informative for user with personal utility
function U;, if & € R is chosen s.t. for some given «; € [0, 1] and 6; > 0:

Ey. [Ui(xe,¥e)] > (14 6:)Ui(xt,ye) + o (Ui(xh Y?’i)— Ui(xt, Yt)> —&.

For any w, € R™ and ||¢(x,y)|le, < R the average regret of the SoPer-R
algorithm can be upper bounded as:
1 Sz, BRIw | V2V4—B2R||w.|
REGT < — ) Ej[pi&:] + + .
nT t; ' 1 T

1—p; 1
with: 6 > (Tr - p_p ). n=min pia; and § = (1 Bgr) = 5.

v

Karthik Raman (Cornell University) Learning Socially Optimal Systems Sept 23, 2013 20 / 20



	Appendix

