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Learning-to-Rank from Clicks

Learning




Evaluating Rankings
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Evaluation with Missing Judgments

* Loss: A(y|r)
— Relevance labels ; € {0,1}
— This talk: rank of relevant documents

AGyIr) = ) rank(ily) -7

1

e Assume:

— Click implies observed and relevant: *

ci=1De=D)A@r=1)

e Problem:
— No click can mean not relevant OR not observed

(ci=0)e(;=0)V(r;=0)

—> Understand observation mechanism



Inverse Propensity Score Estimator

I
* Observation Propensities Q(0; = 1|x,y,1)

— Random variable o; € {0,1} indicates whether
relevance label r; for is observed

* Inverse Propensity Score (IPS) Estimator:

rank(ily) - r;

Aylr,0) =

Lo Q(o; =1]y,1)
rank(i|y)

B z 1Q(0i=1|3_’;7")

i:Oi=1/\T'i=

rank(i|y)

i:ci=1Q(Oi - 1|37' T) ‘
)

* Unbiasedness: E,|A(y |1, 0)| = A(y|r

[Horvitz & Thompson, 1952] [Rubin, 1983] [Zadrozny et al., 2003] [Langford, Li, 2009] [Swaminathan & Joachims, 2015]



ERM for Partial-Information LTR

* Unbiased Empirical Risk:

R 1 rank(i|m(x))
Rips(m) = N z z Q(o; = 1ly,7)

(x,y,c)€S i:c;=1
 ERM Learning:

2 = argminope(r) 4.
mtell
e Questions:

— How do we optimize this empirical risk in a practical
learning algorithm?

— How do we define and estimate the propensity model
Q(o; = 1|y, r)? - Next week by Aman




BLBF vs. LTR

Batch Learning from Bandit Learning to Rank from Implicit

Feedback Feedback

e Atomic actions  Combinatorial actions

* Action y chosen by 7, * Action y chosen by 7,
influences feedback influences feedback

* Observe loss 6 (x, y) for * Observe partial information
action y chosen by 7. about loss § (x, y) for

multiple y

* |Interventional =2 Logged * Interventional +

propensities Observational (user)




Propensity-Weighted SVM Rank

* Data: S = (xj: dj»Dj: qf)n

LRIV —

* Training QP:

* Loss Bound:
vw:rank(d,sort(w - ¢(x,d)) < Z EL4+1
i

[Joachims et al., 2002]



Position-Based Propensity Model

e Model:

P(ci = 1|rl-,rank(i|37)) =
P(o; = 1|rank(i|y))
- P(c; = 1[0, =1)
* Assumptions

— Examination only depends on rank
-2 Q(o; = 1|rank(ily)) = q,
— Clicks reveal relevance if examined

ws Shopping Gmail More +

P(Cl’=17"i=1,0l'=1)=1
and
P(c; = 1|r;,0;) = 0 otherwise



Estimating the Propensities

ogle.com

* Experiment: R e
| Go SIC svm
— Click rate at rank 1:

Search

q1 - E(r; = 1[rank(ily) = 1)
* Intervention:
— swap results at rank 1 and rank k
— Click rate at rank k:
qr - E(r; = 1|rank(ily) = 1)
> q1 _ Click rate at rank 1

dk  Click rate at rank k after swap

[Langford et al., 2009; Wang et al., 2016]



Experiments

e Yahoo Web Search Dataset _
— Full-information dataset
— Binarized relevance labels

* Generate synthetic click data
based on

— Position-baseq?propensity model
with g, = (1)

r
— Baseline “deployed” ranker to

generate y
— 33% noisy clicks on irrelevant docs

e




Scaling with Training Set Size

Deployed Ranker ---=~- |
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Clipping

Production Ranker ~----- |
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Severity of Presentation Bias
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Increasing Click Noise
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Misspecified Propensities
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Real-World Experiment

* Arxiv Full-Text Search

& C 00 O searcharxiv.org

s [@ Thermostat coma (B) CIT (B) CMS

— Run intervention experiment [ s> untet s
to esti mate q,r arXiv.org Full Text Search Resultrs<

Displaying hits 1 to 10 of 32. Reorder by date.

Search for

H H 1 H Damien Lefortier, Adith Swaminathan, Xiaotao Gu et al., Large-scale
- O e C ra I n I n g C I C S u S I n g Validation of Counterfactual Learning Methods: A Test-Bed (2016)
... & University of Amsterdam dlefortier@fb.com Adith Swaminathan Cornell
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p ro d u Ct I O n ra n ke r Joachims Maarten de Rijke Cornell University, Ithaca, NY Universi ... Learning
Research, pp. 3207?3260, 2013. 9 [2] A. Swaminathan and ...

https rxiv.org/abs/1612.00367

— Train naive / propensity D S, ey Sl Unlase

Unbiased Learning-to-Rank with Biased Feedback Thorsten Joachims Cornell

University, Ithaca, NY tj@cs.cornell.edu Adith Swaminathan Cornell University,
SVM-Rank (1000 features o e UL
1https://www.joachims.org/svm light/svm rank.html Figure 1: Test set

performance ...
https rxiv.org/abs/1608.04468
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— A/ B tests VI a I nte rl e aVI n g Abbas Kazerouni, Mohammad Ghavamzadeh, Benjamin Van Roy, Conservative
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Journal of Machine Learning Research, 16:1731?1755, 2015. [11] A.
Swaminathan and T. Joachims. Counterfactual risk minimization: Learni ...
https://arxiv.org/abs/1611.06426

Fredrik D. Johansson, Uri Shalit and David Sontag, Learning Representations for
Counterfactual Inference (2016)

... data" (Strehl et al., 2010) or "logged bandit feedback" (Swaminathan &
Joachims, 2015), and in understanding and designing com- plex real w ...
2005; Dud????k et al., 2011; Austin, 2011; Swami- nathan & Joachims, 2015).

w the merit of learning balanced representati ...
rxiv.org/abs/1605.03661




Conclusions

* Partial-Information Learning to Rank

— Selection bias is both interventional (1ry) and observational
(user)

— Combinatorial actions
* Approach
— Decompose loss function into components
— Get partial information about multiple losses
— Unbiased estimate of each decomposed loss 2 ERM
* Open Questions
— Propensity estimation beyond PBM and disruptive interventions
— Other learning algorithms beyond Ranking SVM
— Other counterfactual estimators beyond clipped IPS
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