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VOICE: One of two alternatives, active or
passive, specifying the voice of the main verb.
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Motivation / Related Work

Approaches

« Statistical machine translation (Google)

* Rule based (Worldlingo = Microsoft Windows)
* Example based

(Och and Ney, 2004) Phrase-based approach
(Alshawi, 1996) (Wu, 1997) Transductive grammars

Goal: Learn a model that maps parse trees in the source
language to parse trees in the target language

« Clause by clause
* German vs. English syntax
* General approach can be applied to different set of languages
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Decisions
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perceptron:
Inputs: Training examples (., y,)
Initialization: Set a = 0
Algorithm:
Fort=1...T,i=1...n
Calculate z; = arg max.cgen.) P(ri,2) - a
If(z; # wi) then a = a +P(r, p) — Pl z)
Output: Parameters a

Prediction: Beam search

Best Solution
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Recap
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Results & Conclusions

* per clause based machine translation
e structured prediction of AEPs
* decisions depend on
e whole input X and
¢ all previous decisions
* learning based on perceptron
* beam search to solve argmax
* comparable results with other approaches
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